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Abstract Here, we applied the Taguchi method, an engi-
neering optimization process, to successfully determine the
optimal conditions for three SYBR Green I-based quantita-
tive PCR assays. This method balanced the effects of all
factors and their associated levels by using an orthogonal
array rather than a factorial array. Instead of running 27
experiments with the conventional factorial method, the
Taguchi method achieved the same optimal conditions using
only nine experiments, saving valuable resources.

Keywords qPCR . Optimization . Taguchi . Factorial .

Orthogonal . SYBR Green I

Introduction

Quantitative polymerase chain reaction (qPCR) has been
widely applied in molecular biology, e.g. for screening
infectious pathogens like Shigella species [1] and detection
of ovarian cancer [2]. Generally, molecular biologists use
the factorial method to optimize these assays. This involves
testing all the levels of all factors against one another,
resulting in numerous experiments to be conducted. The
Taguchi method–an alternative approach popular in engi-

neering to reduce time and effort [3]–has been applied with
TaqMan-based probe [4] but has never been demonstrated
with SYBR Green I dye and qPCR [5].

The Taguchi method can be used when the objective of
the experiment is “larger-better”, “smaller-better”, or “on-
target-better” [6]. It has been used to optimize PCRs using
the “larger-better” equation [7–9]. In contrast to PCRs that
use end point measurements, qPCRs are based on real-time
analysis where measurements are taken during each cycle.
The cycle number at which fluorescence significantly
differs from the background noise is called the quantifica-
tion cycle (Cq) [10], which is inversely proportional to the
log of the initial quantity of DNA [11]. An optimized qPCR
assay will also have the lowest Cq possible. Therefore,
qPCRs require the “smaller-better” signal-to-noise ratio
equation [6] (Eq. 1).
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where η=signal-to-noise ratio, r=number of repeats in an
experiment, and y=response (Cq). This equation gives a
signal-to-noise ratio (η) that is negative, with values close
to zero indicating better conditions.

We employed the Taguchi method in the optimization of
three qPCR assays–CD4, D1S1627, and RPPH1 (primer
details in Supplementary Table 1)–and compared the
optimal conditions with ones determined by the factorial
method to ascertain whether the Taguchi method could be
adapted to qPCRs. We also explored the benefits of using
this method, such as percent contribution (PC) of each
factor and performance prediction of untested levels.

Recently, Ballantyne showed that the Taguchi method
could be applied to optimization of PCRs for use in forensic
science [7]. We demonstrated once again that the Taguchi
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method can and should be adopted by forensic scientists in
general, not just in molecular biology, in order to help them
cut down on the resources required to optimize their
experiments. Here, we provide a step-by-step guide and
equations that are easy to follow and understand, thereby
promoting wider acceptance and use of the Taguchi
method.

Method

Reaction setup

We designed three primer pairs to bind to a part of the CD4
gene, D1S1627 STR locus, and ribonuclease P RNA
component H1 (RPPH1) gene (Supplementary Table 1).
Next, we optimized three primer pairs as qPCR assays
using Brilliant II SYBR QPCR Low ROX Master Mix

(Agilent Technologies, CA) with a Stratagene MX3005P™
Real-Time PCR System (Agilent Technologies, CA). Each
reaction included 12.5 μL of SYBR Green Master Mix,
1 ng of DNA template (CAMBIO, Cambridge, UK), and
variable amounts of primer depending on the experiment
being investigated (Supplementary Table 2). The final
reaction volume of 25 μL was made up with
amplification-grade water (Promega, Southampton, UK).

An initial denaturation of 95°C for 10 min was followed
by 35 cycles of 95°C denaturation for 30 s, desired
annealing temperature (Supplementary Table 2) for 60 s,
and 72°C extension for 30 s. Dissociation curve analysis
was completed by holding at 95°C for 60 s then ramping
the temperature up from 55°C to 95°C. We determined the
Cqs using MxPro™ software, version 4.10. We carried out
all reactions in duplicate with at least one no-template
control to monitor for contamination and non-specific
product.

Table 1 Quantification cycles of duplicate runs (Cq1 and Cq2) for all experiments and their corresponding signal-to-noise ratios (η)

CD4 D1S1627 RPPH1

Experiment Cq1 Cq2 η Cq1 Cq2 η Cq1 Cq2 η

1 30.06 29.87 −29.532 31.88 31.67 −30.042 27.55 27.55 −28.802
2 28.68 28.76 −29.164 29.66 29.81 −29.465 27.70 27.63 −28.839
3 28.08 27.83 −28.929 28.93 28.87 −29.218 27.02 26.93 −28.619
4 29.09 28.86 −29.241 30.57 30.20 −29.653 27.46 27.21 −28.734
5 27.77 27.50 −28.829 28.78 28.83 −29.189 26.81 26.67 −28.543
6 29.34 29.06 −29.308 30.50 30.66 −29.709 27.09 27.18 −28.671
7 28.19 28.48 −29.047 30.64 30.64 −29.726 26.83 26.78 −28.564
8 29.23 29.44 −29.348 30.60 30.54 −29.706 27.34 27.45 −28.753
9 28.53 28.37 −29.082 28.67 28.85 −29.176 27.13 27.02 −28.651
Mean −29.164 −29.543 −28.686

Assay Factor Level Optimal PC (%)

1 2 3

CD4 Forward −29.208 −29.126 −29.159 0.40 μM 2.38

Reverse −29.273 −29.114 −29.106 0.60 μM 13.59

Temperature −29.396 −29.162 −28.935 65°C 82.74

Error 1.29

D1S1627 Forward −29.575 −29.517 −29.536 0.40 μM −5.08
Reverse −29.807 −29.454 −29.368 0.60 μM 39.39

Temperature −29.819 −29.432 −29.378 62°C 42.46

Error 23.22

RPPH1 Forward −28.753 −28.649 −28.656 0.40 μM 21.41

Reverse −28.700 −28.712 −28.647 0.60 μM 5.94

Temperature −28.742 −28.741 −28.576 64°C 62.65

Error 10.01

Table 2 The average signal-to-
noise ratios of each level of each
factor

The highest ratios are shown in
italics and the optimal levels are
shown in the “Optimal” column.
Percent contribution is shown in
the “PC” column as a percentage
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Taguchi method

The chosen response variable was Cq, of which a low Cq

was better. Three factors at three levels were chosen for
optimization (Supplementary Table 2), and hence, the L9

orthogonal array was selected (Supplementary Table 3). All
calculations were done by inputting the formulae (Eqs. 1–4)
into a Microsoft® Excel spreadsheet. Using the experimen-

tally determined Cqs, we calculated the signal-to-noise ratio
(η) of each experiment (experiments 1 to 9) using Eq. 1 (see
Introduction).

We then computed the percent contribution (PC) of each
factor to the total variation observed in the qPCR
experiment [6]. The PC of factor x is given by

Px ¼ SSx � Ve � ux
SST

ð2Þ

where SSx=the sum of squares of the signal-to-noise ratio
of factor x, Ve=the variance of error, υx=the degree of
freedom of factor x, and SST=the total sum of squares.

To predict the signal-to-noise ratio of a reaction carried
out with optimal conditions, we applied the following
equation [6]:

hopt ¼ hm þ
Xf
i¼1

ðhi � hmÞ ð3Þ

where ηm=the overall mean of signal-to-noise ratio, f=the
number of factors, ηi=the mean of the signal-to-noise ratios
at the optimal level of each factor i.

We then calculated the 95% confidence interval of
prediction, in which the signal-to-noise ratio of the
confirmation experiment should fall, given that the predic-

Table 3 Confirmatory test conditions and corresponding observed
signal-to-noise ratios, predicted signal-to-noise ratios, and the 95%
confidence interval of prediction

CD4 D1S1627 RPPH1

Forward (μM) 0.40 0.40 0.40

Reverse (μM) 0.60 0.60 0.60

Temperature (°C) 65 62 64

η Observed −28.813 −29.138 −28.780
η Predicted −28.838 −29.177 −28.499
Prediction error −0.025 −0.039 0.281

Confidence interval ±0.121 ±0.703 ±0.158

Within CI (95%) Yes Yes No

“Yes” and “No” in the Within CI (95%) row indicate whether the
observed ratio is within the prediction interval

Fig. 1 Dissociation curve of RPPH1 showing a non-specific product. The yellow and grey lines contain 1 ng of human DNA, and the blue line is
the no-template control. The arrow points to a non-specific product with a dissociation peak at approximately 76°C
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tion model is suitable. The confidence interval was
calculated with the following equation [6]:

CI ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Fð1;ueÞ � Veð 1

neff
þ 1

nconf
Þ

s
ð4Þ

where F(1,v)=the F value with the first degree of freedom
equal to 1 and the degree of freedom of error υe as the
second degree of freedom; Ve=the variance of error; neff=
the effective sample size determined by N/(1+υ), where N=
the total number of experiments, and υ=degree of freedom
of all factors combined; and nconf=the number of confir-
matory tests conducted.

As the last step, we applied regression analysis to the data
obtained from the orthogonal array by plotting the average
signal-to-noise ratio against the levels of each factor (e.g.
Fig. 2) and fitting a quadratic curve onto the plotted points.

Factorial method

We fully crossed the three factors at all levels (3 by 3 by 3
factorial design) to determine optimal conditions. The same
reaction setup for the Taguchi method was used for the
factorial method experiments. The combination of levels
that gave the lowest average Cq from duplicate runs was
taken to be the optimal condition.

Results and discussion

To test the Taguchi method with qPCR, we set up a
modified L9 orthogonal array and conducted nine experi-
ments in duplicate using three factors with three levels
each, namely forward primer, reverse primer, and annealing
temperature (Supplementary Table 2).

We calculated the η for all experiments (Table 1), the
mean η for each level of each factor to determine the
optimal level (highest ratio among the levels), and the PC of
each factor (Table 2) (Eq. 2). The PC reflects the amount of
variation in the Cqs that is accounted for by each factor. The
strongest contributor in all assays was annealing tempera-
ture, which was also the main contributor to another PCR-
based technique [8].

The PC of error is important and should be less than 15%
[6]. The PC of error for D1S1627 was 23.22%, indicating
other significant factors that were not tested in our study,
such as annealing time, were contributing to the total
variation. Moreover, the PC of the forward primer concen-
tration of D1S1627 was negative (−5.08%), indicating that
the variations in Cqs due to the forward primer are smaller
than those caused by untested factors.

We then predicted η (Eq. 3) with 95% confidence
intervals (Eq. 4) when optimal conditions are used (Table 3)

using a model based on all three factors. We conducted a
duplicate experiment with the optimal conditions and
calculated the observed η for all assays (Table 3), which
we then compared to our predictions. Both CD4 and
D1S1627 had observed η within the confidence interval,
meaning the model was accurate, while the observed η of
RPPH1 was lower than the lower bound of the predicted
value. This indicated that the three-factor model for RPPH1
was not suitable.

Since the PC of the reverse primer for RPPH1 was the
lowest of the three factors, we created two new models: one
with annealing temperature as the only factor and one with
both forward primer and annealing temperature as factors.
However, the observed η of the confirmation experiment
did not fit in these models (data not shown). Inspection of
the dissociation curves of RPPH1 revealed primer-dimers in
some no-template controls (Fig. 1), which would have
affected the Cqs. Since SYBR Green I binds non-
specifically to any double-stranded DNA, such primer-
dimers would have brought forward the exponential gain
phase of fluorescence, resulting in a false “low Cq”. This
highlights the importance of rigorous primer design and
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Fig. 2 A quadratic regression curve for the signal-to-noise ratio of the
three levels of the reverse primer concentration of CD4. The highest
signal-to-noise ratio (optimal condition) is observed at 0.51 μM

Table 4 Optimal conditions as determined by the factorial method,
the Taguchi method, and regression analysis following the Taguchi
method

Assay Factor Factorial Taguchi Regression

CD4 Forward (μM) 0.40 0.40 0.44

Reverse (μM) 0.60 0.60 0.51

Temperature (°C) 65 65 65

D1S1627 Forward (μM) 0.60 0.40 0.45

Reverse (μM) 0.60 0.60 0.56

Temperature (°C) 62 62 62

RPPH1 Forward (μM) 0.40 0.40 0.49

Reverse (μM) 0.40 0.60 0.60

Temperature (°C) 64 64 64
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purification when using a non-specific quantifier such as
SYBR Green I.

We obtained the same optimal conditions using the
factorial method and the Taguchi method with two
exceptions being the forward primer concentration of
D1S1627 and the reverse primer concentration of RPPH1
(Table 4). However, the Cqs from the two optimal
conditions of the two methods only differed by 0.22 for
D1S1627 and 0.08 for RPPH1. Interestingly, these two
factors coincide with very low PCs shown by the Taguchi
method (Table 2). We think that, because the two
contributions were so low, any concentration between
0.40 and 0.60 μM would not alter the Cqs significantly.

We further applied regression analysis to the η to predict
the performance of untested levels [9]. We plotted η against
the levels of each factor and fitted a quadratic regression
curve [8], e.g. Fig. 2. The highest point in each curve
indicated optimal conditions (Table 4). We also included
the RPPH1 assay because, although the prediction model
did not fit, we observed the same optimal conditions from
both the factorial and Taguchi methods. Like any design-of-
experiment method, one needs to bear in mind the
limitations and weaknesses of the Taguchi method [5],
which is beyond the scope of this article.

Conclusion

We conducted 27 experiments to optimize each assay using
the factorial method, whereas nine experiments were suffi-
cient with the Taguchi method. Optimizing more factors and
levels can increase the savings exponentially, e.g. investigat-
ing four factors at four levels each will save 240 reactions.
Moreover, our data show that the Taguchi method is useful for
determining which factor has more influence on a qPCR assay
by looking at percent contribution. In forensic science, novel
methods are often created and optimized to fit specific needs
of casework, and thus, we hope that the Taguchi method will
be employed to save valuable resources.
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